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Self-attention mechanism

Background

For initial  -dimensional particles/tokens  , the 
Transformer update is

d (x1, …, xn) ∼ ρ0

 , where   and  xi ←
n

∑
j=1

K∞
ij WV xj K∞ = Sinkhorn(C ) Cij = (WQxi)

⊤

(WK xj)

Value Matrix Query Matrix
Key Matrix

Under  , the infinite particles counterpart with 
bandwidth/temperature   and    is

(WQ)⊤WK = − WV = Id
ε kε = Sinkhorn(c /ε)

  where  ρ ← (Tρ,ε)#
ρ Tρ,ε(x) = 2x − ∫ k∞

ε (x, y) y dρ(y)

Iteratively, with  ,ρε
0 = ρ0

Sequence   

 
(ρε

k , k ∈ [T /ϵ])
ρε

k = (Tρε
k−1,ε)#

ρε
k−1

As  , what is the limit of the curve  ?  
Answer: Heat equation! 

ε → 0+ (ρε
t , t ∈ [0,T ])

Continuous curve   
 

(ρε
t , t ∈ [0,T ])

ρε
t = ρε

⌊t/ε⌋, t ∈ [0,T ]

 lim
ε→0

sup
k∈[T/ε]

𝕎2
2(ρε

k , ρkε) = 0

In fact, if   is heat equation starting from  , (ρt, t ∈ [0,T ]) ρ0

Consider the EOT problem between measures   and  μ ν

 min
π∈Π(μ,ν) { 1

2
∥x − y∥2dπ + εKL(π | | μ ⊗ ν)}

The argmin    of EOT is the Schrödinger bridge. Consider same marginal 
setting   with Schrödinger bridge  . Then if   and   

admits the disintegration  , define barycentric projection

πμ,ν,ε
μ = ν = ρ πρ,ε (X, Y ) ∼ πρ,ε πρ,ε

πρ,ε = ∫ πρ,ε,xdρ(x)

 ∫ y k∞(x, y) dρ(y) = ∫ ydπρ,ε,x(y) =: ℬρ,ε(x)

Therefore, for infinite particles, the self-attention update for measures is

 ρε
k = (Tρε

k−1,ε)#
ρε

k−1 = (2Id − ℬρ,ε)#
ρε

k−1

Claim: Iterations of self-attention mechanism    is a 
discretely approximate the heat flow starting from  .

(ρε
k , k ∈ ⌊T /ε⌋)

ρ0

General Wasserstein gradient flows characterized by the continuity equation

Main contribution: Under suitable conditions, 
 2x − ℬρ,ε ≈ x −

ε
2

∇x log ρ(x)

Si

Entropy-regularized optimal transport (EOT)

Heat Equation

 ∂t ρt + ∇x ⋅ (vt ρt) = 0

where   is the velocity field.  

Heat equation   is  , therefore,  .

vt : ℝd → ℝd

(ρt, t ≥ 0) ∂t ρt =
1
2

Δρt vt = −
1
2

∇log ρt

And in general,   approximates the score function  .
1
ε

(ℬρ,ε − I )
1
2

∇x log ρ

Convergence

For Gaussian marginals,  C(ε) = 𝒪(ε2)

If the surrogate measure   satisfies a set of regularity conditions, then there 
exists a constant   such that  . Under 

σε
K > 0 𝕎2 (S1

ε (ρ), SB1
ε (ρ)) < KεC(ε)

Proposition 1 (Single Step Convergence)

One-step Convergence

 lim
ε→0

ε−1𝕎2(S1
ε (ρ), SB1

ε (ρ)) = 0

 𝕎2(ρkε, SBk
ε (ρ)) ≤ 𝕎2(ρkε, SB1

ε (ρ(k−1)ε)) + 𝕎2(SB1
ε (ρ(k−1)ε), SBk

ε (ρ))

Even though, we show that SB one step is   approximation of the EE 
step, it is important to ensure that the errors do not accumulate.

o(ε)

Uniform Convergence

Heat flow with   and  ε = 0.01 ρ0 = 0.5𝒩(−2,1) + 0.5𝒩(2,1)

Heat flow with   and  ε = 102 ρ0 ∼ FashionMNIST

Experiments

Preprint

Code

Define   to be the explicit Euler step (EE) 

and     be the Schrödinger bridge (SB) step.

S1
ε (ρ) = (id − 0.5ε∇x log ρ)#

ρ
SB1

ϵ (ρ) := (2Id − ℬσϵ,ϵ)#ρ

Under some regularity assumptions on the iterates   and 
 , the sequence   is a first order 
approximation of heat flow  .

(Sk
ε , k ≥ ⌊T /ε⌋)

(SBk
ε , k ∈ ⌊T /ε⌋) (SBk

ε , k ∈ ⌊T /ε⌋)
(ρt, t ∈ [0,T ])

Theorem (Uniform Convergence)




